APRS: From the Olympics to Hollywood.

Where will you go with APRS?
Wherever you look it seems that ham radio is becoming less relevant by the day. Mobile Phones, Satellite phones and the internet are making the world a lot smaller by the day. If you look closely you will find Ham Radio in places that you would least expect to find it. 
I cannot remember exactly when it was, but I remember the day well… I was at work early making sure that everything was operating properly in the beginning of 2000, and my cellphone rings. Caller ID says phone number is not available, which is unusual, but not too so. Answering the phone the guy on the other end said he was calling from the USA, and asked if I wanted to work on the Olympics, doing APRS?

The guy on the phone was a Ham from central Pensylvania, and worked for Winemiller Communications who I found out later was the principal RF contractor for the Sydney Olympic Broadcasting Organization. This article is about the journey to the Olympics and then onto Hollywood. 
Overview

Sydney has a very poor RF environment – there are no great tall buildings that you can see from everywhere to point a microwave receiver at. From most parts of Sydney you cannot see the CBD nor the mountains to the west from ground level. This causes lots of problems if you need to get video signals from street level back to a control room. Although the AMP tower (Centerpoint) looks tall from inner Sydney, when you go move towards Olympic Park, it disappears.

For an event such as the marathon, you could always use cables, but can you imagine laying the video cables for the entire 42 Km of the Marathon? This left one option, wireless video cameras with some sort of a repeater system to get the microwave signals out to the rest of the world.

The only way to get line of site for the microwave signal was to have a repeater that somehow followed camera vehicles as they went along the course. The only solution that worked technically was to have helicopters follow the cameras as they followed the course. 

Three motorcycles and a lead vehicle providing live video and audio from the course.  With microwave antennas pointed straight up from ground level, a helicopter would need to be well under one KM from the vehicle it was receiving in order to get a decent signal. 

But there is no way that you could keep the four vehicles so close together during a race so having a single helicopter was not really an option. There was also the problem of signals potentially interfering with each other in the receiver, and also what happens when the helicopter needs to refuel. 

More than one helicopter was needed, but how many more? It turned out that the best solution was to have a helicopter assigned to each vehicle. That way when a helicopter needed to refuel two vehicles would need to stay close together, sharing the one helicopter until the other one returned. 

Auburn Control

The Auburn control room was one of the hidden sites during the Olympics. Security was almost totally non-existent and parking was usually plentiful. There were certainly no security checkpoints or parking restrictions. Located on the top of the old nurses home at Auburn Hospital, no-one knew we were there and we liked it that way. 

During the games the building had been housing health care workers for the games, and many of these had the night of the closing ceremony off work, since all the events had finished. That evening many of them stumbled across our control room on their way to the roof to see the fireworks. To say that they were stunned was an understatement when they saw what had been going under their noses during the games.

Not that we hadn’t caused them problems. So that we could safely have our people working on the roof, we got scaffolding put up, including new stairs. This scaffolding could be seen from the Olympic Stadium it was so visible. But the problem with the scaffolding is that it tends not to create problems when you build it around a TV antenna, which is of course what had been done. 

On the day of the opening ceremony, someone worked out that all except for one TV channel worked – the one channel that did not work was the Olympic broadcaster, Channel 7. So with just hours to spare we move the antenna for them, and even replace the co-ax which looked as if it had been put in with when the building was built in the early 1960’s. [As an aside, there is evidence to suggest that the bricks for this building came from the State Brick Works that were located in the middle of the Sydney Olympic Park site]

Our control room was actually located in a plant room above the 6th floor of the building. The plant room contained two large copper water tanks that were used to maintain mains pressure water in the building. These water tanks used up about a half of the room, and we had the other half. The entire room was about 5m x 5m. Not very large when you consider that the usable space was about 2.5m x 5m, and in that space we placed about ten 19” rack cabinets, and had another one positioned between the two water tanks. This room also contained a PC for my work, and up to about seven people working, with spectators occasionally. 

Each rack contained at least one video monitor – I think we had about 31 video monitors in  this small room which required some squeezing in… Many of the racks contained monitors four high. This created a video wall which would have been impressive if you could see it all. But as I mentioned before size was limited. Most of the monitors were on the 4m wall, with about 0.5m between the backs of the monitors and the wall. When you realize that most monitors are about 0.5m deep themselves, the 2.5m usable space becomes 1.5m. This does not leave much room for people wanting to watch the screens. It was often so cramped that anyone moving required 3 or 4 other people to move to allow you get out of the room.

There were a couple of telephones in the control room, along with three links direct to the repeater system. The telephones were used extensively, but there were two main phone numbers next to the main phone. 

The first number was an emergency number in case of Hijack or Air Piracy of an aircraft – which was particularly absurd considering that the aircraft would only have a pilot and a technian in them, and could not really seat a hijacker. Besides which, the technician worked for us, and it was unlikely that the pilot would hijack is own plane. Still, we kept the number there just in case…

The second number was far more useful – it was the number of the local Pizza Hut. They got to know use well. The best order was for 9 large and extra large pizzas, and about 16 liters of softdrink for lunch on the day of the Men’s cycling. The order was so large they let me use the back entrance to the Pizza Hut normally reserved for their delivery people.

Fibre Optics

As I mentioned before, nestled between the two water tanks was a 19” rack. This rack had 23 fibre optic cables coming in from various sites thanks to our friends in Telstra, as well as one underworked UPS in case we ever lost power. Each fibre contained a 230 Mbit/Sec data stream of uncompressed PAL video. When all links were operating this equated to about 5 Gbits/second through the Auburn control room alone. When you consider that Packet Radio operates at 1200 bits/sec and Ethernet is about 10 Mbit/Sec you realize that this is a lot of data. 

In the rack, CODEC’s convereted from PAL Video to Fibre or Fibre to PAL depending on the direction of the link. The CODEC’s also transmitted full stereo audio, 4 switch inputs and an RS-232 link allowing almost any possible signal to be moved around. 

The fibres came from each of the receive sites (Uni of NSW, and Equestrian), and sent data a feed back to each site, and also sent video back to the International broadcast centre. In addition the IBC (International Broadcast Centre) also sent back video to us from the Manly Ferry, and program video. There were also backup links direct to the IBC from the Equestrian Centre and UNSW in case there was a major breakdown at Auburn. 

Video Switching

Having 2 or 3 different receive sites means that decisions need to be made on which signal to use. Whilst it might be possible to automate the switching, we just threw people at the job during the Olympics. This allowed us to anticipate what would provide the best signal, providing a better signal most of the time. 

To do the switching, each switcher was given a Jaycar project box with 4 or 6 buttons in two columns. Each column selected a different camera, and each row selected a receive site. The switches were set out so that they could be held by both hands, and use their thumbs to press the switches – much like playing some video games – but in this case with only about 1 million of our closest friends watching in Australia, and probably over a billion throughout the world. 

During some races such as race walking or Road Cycling where the course was fairly small video switching became more of an exercise of trying to keep interested since the pictures were always so good from the receive sites. During the Marathon and Triathlon more effort was required making the job more enjoyable [albeit a bit more stressful].

Quality Control and Video Coloring

One of the hidden jobs of the Auburn control room was to maintain all the cameras so that they looked the same. This was not as easy as it sounds. All cameras are different and react differently to different light levels. To fix this problem, remote control of the iris and coloring of the camera is possible thanks to a cute packet radio transmitter from Total RF. This unit used a 500 MHz band radio signal running at two watts broadcast to the motorcycles where the radio signal was decoded and fed into the camera.

We had one transmitter on Waverly Tower east of the Sydney CBD connected by a modem, and another transmitter on the roof of Auburn. The antenna at auburn was a simple 6 element Yagi cable tied to a paper so that we could change direction easily. We would have liked to get an Omni, but at that frequency the Yagi was easier to buy, and provided some gain if we needed it. 

At times the video coloring dropped out, but this usually did not last very long. It meant that all the camera operators needed to worry about was zoom and focus – which was good since they were from Spain and did not know English. We were not so fortunate with the Helicopter video cameras, as the operators needed to manually adjusted the coloring – and once again they did not know English leading to a new kind of Chinese whispers during Olympic events.

Whenever the colouring control did drop out it was my job to jump a fence on the roof of the hospital and more the direction the antenna was pointed to.

110V & Electrical Safety

The electrical environment was quite bizzare. With an american company came all the 110V equipment, whilst the Australian gear all operated on 240V. In the Auburn control room were about six 2000 watt auto-transformers to change the voltage. They were large, and came with metal handles for carrying.

However we did discover the problems with importing equipment that was not Australian Made only after almost blowing up some leased line modems. We discovered that the handles would actually become a shorted turn when they touched and spikes were getting into the equipment. This equipment should never have been allowed into Australia.

Working in dual 110/240V created some problems even for people like me who should have known better – I got one computer out of it’s box, plugged it in, and BANG. Power supply set for 110V. Fine, only the PSU destroyed, and we had a spare one in another computer where the shipping company destroyed the motherboard. 

My boss actually blew up a couple of laptops thanks to the use of UPS’ and differing grounds. Don’t ask me how, but somehow they managed to get the laptop to float above ground, and blew the laptop when they plugged in to the serial port. 

One of the more bizzare problems was when we were powering up the control room one morning. One of our team went behind the racks to the power points to plug in the voltage conversion transformers that we had disconnected the previous night, in case of surge or an electrical storm.

The guy plugged the transformer in, and the equipment did not work. He looked at the transformer, and decided that it had failed and was about to replace it when I had a look. The first thing I did was plug the transformer in elsewhere, and it worked. Then I put it back in the power point and turned it on, and everything was fine. After that I proceeded to tell him that these things work better when they are turned on. He did not even think to turn the power point on, since they do not have switches in the USA.

That same morning the roof of the control room with all the microwave dishes and personel experienced an unnerving freak of nature. As we were waiting for a rehearsal in severe fog there was an almighty bang and flash on the roof. Static electricity had built up and had suddenly discharged. This caused the people on the roof quite some shock – and they quickly left the roof for close to an hour when some of the fog had lifted. No damage was done to which we were all grateful.

UNSW and Auburn Rooftops

With microwave signals, line of sight is a must. The problem comes that a helicopter flying at 500 ft is obscured by some Sydney buildings when they are flying near the City and the receiver site is at Auburn. But as the ‘chopper gets close to the UNSW the coverage at Auburn improves. However as it gets very close, the beam width of the receiving antenna is so narrow that it is effectively impossible to get a good signal. For these reasons we had two main receive sites for microwave signals.

Each site had six microwave dishes on tripods, tracked by hand. Three dishes were for motorcycles, one for the lead vehicle, and the remaining two dishes were for two helicopter video cameras. Each dish had tunable microwave receiver in the 1.9 GHz to 2.5 GHz band and an LCD monitor so that they could see the picture they were receiving. When the helicopters were on the other side of the city, they normally had an easy job, but had to maintain concentration when the helicopter was close. 

Each dish needed to be put away each night, and assembled again each morning. But once the equipment was set up, the trackers would normally have up to an hour before a rehearsal, and after the rehearsal often an hour or two before the race started, meaning that they got to spend a lot of time on the roof sunbathing. Some of our team got quite respectable suntans – something that would have been impossible back home in the USA.

Once they obtained an Esky, and borrowed an old car radio the conditions on the rooftops became quite civilized. 

City Wide Repeater system.

For any large event, good communications is essential… And you could say that the Olympics is the Ultimate large event. With about 40 people working for the company, and more than that out in the field needing to hear instructions from the director required a good repeater system was used.

Five channels were used in the 500 MHz band connected to a voting repeater system. A Voting repeater system has a number of different receiver location, and repeats the one with the best signal. In our case we set up receiver sites in North Sydney on the Hyundi Building, in eastern Sydney on the UNSW, and at Auburn near Sydney Olympic Park. Our transmitter was located on Waverly Tower also in eastern Sydney. All the sites were connected by telecom ‘4 wire’ circuits providing excellent repeater coverage from the 5 Watt Icom HT’s that we used.

This is not the full story though – During races we had the repeater running full time. In addition the director and our control room had direct access through the ‘4 wire’ circuit so that we didn’t actually need a HT to transmit, and we could operate full duplex, even if those with HT’s couldn’t.

The worst job during the whole Olympics must do to Casey [#insert Call] who looked after the repeater at the Waverly telephone exchange. Not only was Casey effectively alone much of the time, he did not even have a TV set to watch the Olympics, nor was there anyone to relieve him for lunch. Since he was baby-sitting the repeater he did not actually have much to do either. About half way through the games things improved when he got his VK ham license and was able to access the Waverly Amateur Radio Society repeater, direct from the console.

International Broadcast Centre

The International Broadcast Centre was where most of the worlds electronic media congregated to bring all the signals in from all the venues, process them and distribute them world wide. As you can imagine with so many events the IBC was a huge undertaking. The main building of the IBC was about 200m by 330m, and contained about 25 different roads – each named in some uniqely australian way [Such as The Dogs Leg, Lamington Drive, Wedgie Way, The Main Drag etc]

At the centre of the IBC was SoboTech, where all  the signals came in for distribution throughout the IBC. SoboTech had about 400 video and audio signals coming in through fibre optic cables. Each signal was then displayed on it’s own monitor on a 400 TV video wall. Then the signals were distributed to each of the broadcasters either as an Analog or a Digital signal [About 50% of users used digital].

All the video signals inside the IBC were PAL, even for the countries that used NTSC or SECAM. The only exception was Japanese TV who also had some HDTV cameras. 

#########ADD MORE

The control room was basically a switching station 

Cars…

I did not know this, but in NSW there is a registration label that you can get if you are an overseas visitor and you want to drive your own car around. The registration label states that it is registered as an unregistered vehicle, sort of a contradiction. And to get it the vehicle must be insured. Why an I telling you this. Well, we imported [by sea] a few vehicles for the games, all from the west coast of the USA. The tally…


3 Outside Broadcast vans – About the side of Ford Econovans. Each with a retractable 50 foot microwave antenna


4 motorcycles.


1 bike trailer for the four bikes.

I was going to say that they were all driving around Sydney with Pensylvania number plates, but that is not quite right. Seems that someone stole the plates of two of them during shipping so they went round without plates at all. At one stage I tried to get a copy of the NSW Police Report concerning stolen USA plates so that the Pensylvania DMV would replace them and ship them to Sydney. Lets just say that we placed this in the Too Hard basket.

The three vans were all left hand drive of course. This made it fun driving around Sydney for our people. One of our team, obviously an armchair lawyer, decided that it was not legal to be driving around with no steering wheel on the right hand side – so he bought one. Technically it was a steering wheel cover, but it was the right shape at least – and attached it with Gaffer Tape. Now they were legal.

APRS - Air Traffic Control

As mentioned before the reason I was actually there was so that I could monitor the locations of motorcycles, lead vehicle and helicopters. Actually I was also monitoring the position of the Auburn control room, but luckily that was not moving. 

I guess the most important part of the whole exercise was the work I was doing with APRS. APRS, or the Automatic Position Reporting System. APRS is a technology designed to collect and distribute information on the position of objects. Normally these objects are cars or houses, but could be anything from border crossings in Bosnia, to sheep on a New Zealand farm, or in my case video cameras.

GPS (or Global Positioning System) receivers are used to work out where the object is, although this is not always the case. The GPS receivers are connected to Packet Radio TNC’s and then connected to radios creating a network of stations. 

The TNC’s were programmed to transmit position information every 20 seconds. This was not ideal, but it was good enough. The problem was that we had a lot of stations, and if we had chosen more than 20 second transmissions, they would not have all fitted in. 

One of the problems in this type of situation is that many of the stations will want to transmit their data at the same time. This would have been a real problem since our transmitters were all low power, and they could not always hear each other. The solution was to schedule every transmission on the network. This is actually built into the TNC’s which helped me considerably. To make sure that all the TNC’s used the same timeslot, the internal software synchronizes the transmission to the highly accurate time from the GPS receiver. 

Placing the transmissions into timeslots took some planning, but it was worth it. 

As I mentioned before, all the transmitters were operating on low power – only 5 watts on the 500 MHz band. There was no way a 5 watt transmitter on the wrong side of the Sydney CBD was ever going to get data back to the Auburn receive site. The two options were to use a second receive site, like with the repeater system, or use a repeater. 

We chose to use a digipeater since it could operate in half-duplex mode. Normally digipeaters are fixed objects on a building somewhere. In our case setting the equipment up on a high building would have required too much work, and would not guarantee the performance of the whole system.

So we turned one of the helicopters into a digipeater. This had the effect of putting the digipeater on a 1000-1400 foot mast, easily higher than all the buildings in Sydney. The five ground units were then programmed to use the helicopter when it was available [In-Air refueling of Helicopters was not considered viable]. 

For obvious reasons 5 other helicopters and the light plane did not need to use the repeater as they could be heard direct, just as the repeater could be used direct. What made this solution even better was that we had APRS equipment in all the helicopters so all I needed to do was to reprogram the TNC to turn it into a digipeater. [The reason we did not use the light plane for a digipeater was that it was there for emergency use during important races, meaning that there were times it was not available. It was also the only aircraft that had laptops meaning that we could reprogram it to  become a digipeater in case of emergency anyway]

There were times that the relay helicopter was not available because of refueling. At these times we generally lost the position of the motorcycles, although we would occasionally get the position updates through with reflections.

I am told that the light plane used APRS in an rather interesting way. As soon as they got to altitude of about 14,000 feet the pilot would cover all the windows with cardboard and fly by instruments. He would use a laptop in the plane to tell him where to fly, and where he was. Of course he used his other instruments too, but APRS told him where he was needed. 

The pilot had a hard job, because he needed to stay within about 2Km of all the motorcycles, and at the same time circle doing flat turns, which I am told is a rather nasty way to fly requiring a lot of concentration. 

But the light plane was essential to the success of the games because for the start of the women’s marathon it was providing the only pictures from the ground because the helicopters could not take off because of fog.

On the day following the closing ceremony we packed everything up – lock stock and barrel. All the equipment we had used for the games went into a 30’ container with about 20,000 sq ft of bubble wrap. That night there was at the wrap party I met on of the other RF contractors – this one from Sydney. After exchanging business cards I was offered some work on the Paralympics in the weeks following the Olympics. 

The Paralympics turned out to need APRS just as much if not more than the Olympics. The Paralympics were done on a very tight budget. Two helicopters only, with only one motorcycle and the lead vehicle. There was also very little liason with the Air Traffic Controllers.  So when it came time for the marathon we were always battling for use of airspace. Almost as soon as we got permission to go into an area was when we wanted to leave it. The only positive was that we had an extra virtual ‘camera’.

For the Paralympics REZN8 from Hollywood, CA had been brought in to do some computer graphics work – and this included a 3D rendering of the marathon course complete with Sydney Harbour Bridge and Opera House. This model could be moved at will and graphically showed the position of the lead during the race.
The problem was that the graphic assumed a constant speed and had to be adjusted by hand. This was not too difficult 

Abstract

This paper describes the integration of a real time GPS/GIS system with high end computer graphics

Introduction

The computing world is changing.  Computers are getting faster allowing processing that was only imagined a few years ago. We are now to the point where realistic 3D graphics can be generated in real time on the desktop – and not just the graphics like those found in Doom or Quake. I am talking about graphics that are definitely broadcast quality, bordering on film quality.

A large percentage of the worlds information is geographically based. Applications such as the graphical APRS clients are a great way to view this data, but the information although dynamic lacks impact. With this in mind, REZN8, Phizm and Radioactive Networks joined forces to create a compelling demonstration on how geographical based data such as that from APRS could be rendered if combined with the fastest desktop computing power, the fastest graphics cards and the latest 3D rendering packages.

Make no mistake about it. This project was done using APRS as the base which all other technologies were built on. The technology we are presenting here is quite intensive on animators and modelers at the moment, but developing technology should reduce the resources required.

The Idea

In the outside world the way that information is presented to the user is paramount. If it were not, Linux would be the predominant desktop operating system and windows would be a cute toy for hackers. Like most software of it’s type, all the Windows, Mac and Linux APRS software presents the information in a 2-D.

REZN8 wanted an application they could use to highlight their graphics expertise when integrated with the latest  microprocessors and nVidea graphics cards. They decided that adding 3D graphics to APRS would be the ideal example of this expertise and technology.

The 3D graphics we are referring to here are  not objects placed on a static 3D backdrop but a photo-realistic 3D environment where users can view from any angle, zoom in, pan and interact. Any objects that we are tracking are moving in 3D in the model at the same time as they move in the outside world.

Imagine making a movie like Toy Story with the graphics generated in real time from GPS data. That is the sort of graphics we are talking about albeit with much simpler characters. In the future it should be possible to make the models more complex, as well as adding 3D glasses,  allowing a 3D view the modeled world from the objects that are being tracked.

The Concept

To give the demonstration some appeal, we needed a gimmick – and the obvious gimmick was the object that we were tracking. After looking at a few options we settled on the children’s scooters that have become popular recently. 

We decided to have two managers race the scooters outside the venue, whilst being tracked on a video screen inside. To make the race a little more exciting, one of the contestants took a somewhat shorter alternate route.

During most of the race the only image was the 3D representation – although the finish was also televised on closed circuit television to show that this was not faked.

Tracking children’s scooters

GPS was used to track the scooters. Whilst not ideal for low speed vehicles in close proximity, it performed adequately. 

In order to operate flawlessly we had already chosen radio transmitters with a 50W (max) power output so that we could get range and cut through any interference. 

However when we chose the scooters, a smaller range was needed than when we had first conceived the demonstration. This equipment was larger than we would have normally chosen.

The scooters we decided to use for the demonstration were the larger battery powered units. But with these units we had a problem of where to mount the radio, GPS and controller. We found that if we removed the internal battery, making the scooters self powered, we could mount most of the equipment in the battery compartment.

Equipment

For the demonstration we decided to use Kenwood D-700 transmitters with integrated TNC’s. These were chosen because they are tightly integrated leading to less failures because of integration. 

The radio was connected to an AISIN GPS receiver purchased surplus as well as to a custom controller for triggering transmissions. These three objects were mounted in the battery compartment. 

With this much equipment in the battery compartment there was no room to mount a battery for the equipment. We eventually mounded a 7 AH battery on the back of the scooter with Duct Tape.

The D700 front panel was mounted on the handle bars, along with the GPS antenna. A small magnetic mount was also mounted on the handle bar column. 

With the D-700 in POSITION mode, this made the scooters the ultimate toy with the GPS based speedo function. Several people we showed the scooters to believed that we should just sell these and make a killing.

Technical Implementation

In order to track the scooters in near real time, we needed to have the D700 transmit every 2 to 3 seconds. Every second would have been better, but every 2 to 3 seconds was acceptable. Unfortunately the quickest beacon rate of the D700 is 10 seconds which is enough for most applications. 

The D700 radio has a GPS port for parsing GPS data in many formats. In TNC mode, there is a command called LTMON which allows the GPS data to  be monitored automatically on the serial port. For instance when the command LTMON 3 is issued, GPS data will be sent to the serial port every three seconds.

The GPS data is returned in a string starting $PNTS, a proprietary format designed by the makers of the chipset in the Kenwood radio. Since our application was for customized receiving software, any line starting $PNTS was simply sent over radio using converse mode.

Data Reception

The receiver was a Kantronics KPC9612 connected to a Kenwood TM-251 radio. Since we were only receiving at 1200 bps, both these pieces of equipment could have been down graded, but I decided that bringing this equipment allowed me to reconfigure if I needed to.

The TNC was connected to a 150 foot serial cable onto a stage where the demonstration of this technology was taking place. I caused a bit of a stir when I needed to extend the cable by about 20 feet by walking onto the stage with solder, wire cutters and a cordless soldering iron and spliced the cable. This was not what the other people setting up expected someone to do outside a workshop.

Computer Modeling

Whilst it is outside the scope of radio, creating a 3D model of the area is probably the most important task of this exercise. I am detailing it here to give an idea of the sheer work involved at the moment.

The first step was to commission some aerial photography, of the whole area of interest in general, and closer up images of the area of the demonstration.  These photographs were provided as large (200+ Mbyte each) TIFF files. Using the 3D Studio Max and Maya we were able to create a seamless transition so that when we zoomed into the area of interest, the higher resolution image was inset.

But this only created a 2D representation of the area, but looking onto the map side on did look 3D until zoomed in close. This is when the magic really happens. 

With the 2D representation as a backdrop, the REZN8 artists created a 3D model of the local area by hand. This involved adding everything from roads to buildings and letter boxes. 

This work was assisted with lots of photographs taken from ground level as well as some artistic license. This sort of effort is quite labor intensive, and not the sort of task to be undertaken lightly.

Server Software

The server is responsible for reading GPS data from the rs232 connection, processing the input stream and separating the two streams of data. The software also moved the GPS coordinates into the coordinate system used by the 3D model – by stretching, rotating and scaling the coordinates. Each valid received point is then sent to the client using TCP/IP. 

We extended this a bit during testing when we found that GPS data was not a perfect match for a small vehicles on a short race – so we placed a model of the path into the server as well. This allowed us to use least squares to find the closest point on the path to the GPS data if required. It also allowed us to build extrapolation for the GPS data to remove the jerks in movement – which is important when video moves as 30-60 frames/second, and the GPS data was arriving at 3 second intervals.

Having a server allowed us to run more that one client displaying the graphics. This was important since we were using beta hardware for the highest performance. It also allowed us to tune the incoming data to the format required by the graphics engine.

Client Software

For each valid data point, the server processes the data and sends to the client. In the case of failure of the GPS system, the server could have access to a complete data set (previously captured) that it would use as a replacement – much as was done for the paralypics.

The client, progammed in C++, allowed for dynamic control of the viewing location with the keyboard and mouse. The controls included pan, tilt, zoom etc.  just as if this was a real camera. The client also stored a copy of the 3D database as well as the Maya 3D real time graphics engine.

Discoveries and Challenges

When we started analyzing the problem of viewing the data we came across the height information from the scooter – or more correctly found that the GPS sentence that we were using did not contain height data. Upon analyzing the problem, we worked out that the height data was not useful to us anyway.

The height data in APRS contains a higher error than the latitude and longitude. More importantly, in most cases when visually modelled, the height data needs to be the most accuarate. It is not easy to tell if an object is one meter too far to the left or the right, but it is very easy to tell if they it is one meter off the ground, or embedded one meter below ground.

When we thought about the problem, there was one obvious solution – Always have the moving object at exactly ground level. Since scooters do not fly despite what you may have seen in  ‘Back to the Future’, this was perfect.

Conclusion

Our demonstration of this technology was successful with all those who saw it very impressed. 

The resources for this demonstration required were significant, both in terms of equipment and personnel – resources which are not available even to most businesses. This will change. 

We have shown what is possible. The challenge now is to improve it and decrease the cost.  
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About REZN8

REZN8’s unique blend of animation skills, design experience and technical knowledge allows us to give our clients the edge they need to compete in an industry where television, film and the internet are rapidly converging. Under one roof, REZN8 has the expertise and proven ability to manage complex projects through all phases - from concept to finished package. Our services include broadcast packaging, trailers and titles, visual effects for film and television, commercial production, corporate branding and design, internet design and programming, interactive presentations and hardware and software integration

About Radioactive Networks

Radioactive Networks is an engineering consulting based in Sydney Australia. Specialising in wireless networking solutions, it has a number of important projects under its belt including the 2000 Olympic Games in Sydney Australia.

APRS in the Sydney 2000 Olympics 

I cannot remember exactly when it was, but I remember the day well… I was at work early making sure that everything was operating properly, and my cellphone rings. Caller ID says phone number is not available, which is unusual, but not too so. Answering the phone the guy on the other end said he was calling from the USA, and asked if I wanted to work on the Olympics, doing APRS?

The guy on the phone was a Ham from central Pensylvania, and worked for Winemiller Communications who I found out later was the principal RF contractor for the Sydney Olympic Broadcasting Organisation. I aggreed to get whatever maps I had available together and copied to CD-ROM for Jeff Winemiller when he visited Sydney a few weeks later. This article is all about what happened next….

The Manly Ferry

One of the technical successes of the whole Olympics must be the live video link from the Manly to Circular Quay ferry. During the 8 Km journey, the ferry travels an ‘L’ shaped path through some of the harshest microwave territory in the country.

The things that make Sydney so beautiful are what causes all the problems, The Sydney Harbor bridge causes reflections, the Sydney Opera House stops a single receive site access to the entire path of the ferry with the entire terrain just adding to the problems. 

This all called for a unique engineering solution. French company Sagem has recently released a COFDM transmitter which was put to good use. COFDM, or Coded Orthogonal Frequency Division Multiplexing is a digital transmission standard soon to be used in most of the civilised world. The COFDM system digitizes the video into an MPEG data stream and then creates an analog microwave signal using 2000 carriers and modems. Error Correction and Coding is used to reduce the number of errors on the received signal.

The COFDM system was installed with an Omni-directional microwave antenna on the top of the mast on the Manly Ferry. The antenna was connected to a transmitter in the body of the ferry. Since the power in the ferry was variable, and often disconnected we installed a UPS to protect the sensitive computing equipment. At the front of the ferry a remote controllable camera was mounted in a waterproof housing. The camera was controlled by a UHF radio link to the microwave receive site, and then connected to the IBC 

The receive site at Neilson Park was more interesting because of the it’s unconventional antennas. Being at the middle of the L meant that the antennas needed be open well over 90 degrees, whilst maintaining reasonble gain. The solution was to use three cresent dishes. The signal from each dish was fed into an LNA, and then into a combiner. Finally the signal was fed into the decoder, where the signal appears out about 1 ½ seconds later as a perfect PAL video signal.

Over the path of the ferry, there are a few places where the picture dropped out, but in most cases the picture was what could only be described as perfect. The picture was even fantastic where the ferry was moored at Circular Quay and the signal was bounced off the Harbor Bridge.

Watching the coverage of the Torch Relay just before the opening where the Flame was on the Collaroy ferry showed just how good a job we had done. Channel 7 had a camera on the ferry with a microwave uplink, although they did not have a good signal path to their helicopter, so the signal kept dropping out. Whenever this happened, the producer switched to our video camera providing the perfect pictures. 

[It is amusing to write that the ferry that beached itself as this article was being written was the same one as used for the torch during the Olympics.]

